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SYSTEMS AND METHODS FOR VARIABLE
SECTOR COUNT SPREADING AND
DE-SPREADING

CROSS REFERENCE TO RELATED
APPLICATIONS

The present application claims priority to (is a non-provi-
sional of) U.S. Pat. App. No. 61/872,882 entitled “Systems
and Methods for Variable Sector Count Spreading and De-
Spreading”, and filed Sep. 3, 2013 by Yang. The entirety of the
aforementioned provisional patent application is incorpo-
rated herein by reference for all purposes.

FIELD OF THE INVENTION

Systems and methods relating generally to data processing,
and more particularly to systems and methods for data
spreading in a data transfer system.

BACKGROUND

Data transfers often include encoding of a data set to be
transferred to yield an encoded data set, and subsequent
decoding of the encoded data set to recover the original data
set. In some cases, a number of encoded data sets are inter-
leaved to spread out the impact of channel noise on data sets
transferred via a channel. This spreading includes incorporat-
ing a defined number of encoded data sets into an overall data
set where portions of the encoded data sets are intermixed. In
cases where the channel includes a medium where the data is
to be written, the process of intermixing multiple data sets to
yield the overall data set includes lengthening the overall data
set to account for defective regions on the storage medium. As
such, the area on the storage medium used to store an overall
data set varies depending upon the area of defects on the
storage medium to which data is to be written on the storage.
Such variation results in a situation where tracks in a given
zone on the storage medium may exhibit different interleaved
sector formatting, and/or where a growing defect is identified,
the formatting much change for the region. Dealing with such
situations can be computationally complex and thus expen-
sive.

Hence, for at least the aforementioned reasons, there exists
a need in the art for advanced systems and methods for data
processing.

SUMMARY

Systems and methods relating generally to data processing,
and more particularly to systems and methods for data
spreading in a data transfer system.

Various embodiments of the present invention provide data
processing systems that include a data encoding circuit. The
data encoding circuit is operable to: select a number of sector
sized encoded data sets for inclusion in an interleaved data set
based upon an identified defect on a storage medium; and
shuftle segments of the selected number of encoded data sets
to yield the interleaved data set.

This summary provides only a general outline of some
embodiments of the invention. The phrases “in one embodi-
ment,” “according to one embodiment,” “in various embodi-
ments”, “in one or more embodiments”, “in particular
embodiments” and the like generally mean the particular
feature, structure, or characteristic following the phrase is
included in at least one embodiment of the present invention,
and may be included in more than one embodiment of the
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2

present invention. Importantly, such phases do not necessar-
ily refer to the same embodiment. Many other embodiments
of the invention will become more fully apparent from the
following detailed description, the appended claims and the
accompanying drawings.

BRIEF DESCRIPTION OF THE FIGURES

A further understanding of the various embodiments of the
present invention may be realized by reference to the figures
which are described in remaining portions of the specifica-
tion. In the figures, like reference numerals are used through-
out several figures to refer to similar components. In some
instances, a sub-label consisting of a lower case letter is
associated with a reference numeral to denote one of multiple
similar components. When reference is made to a reference
numeral without specification to an existing sub-label, it is
intended to refer to all such multiple similar components.

FIG. 1 shows a storage system including a read channel
having variable sector count spreading and de-spreading cir-
cuitry in accordance with one or more embodiments of the
present invention;

FIG. 2 shows a data transfer circuit including variable
sector count spreading and de-spreading circuitry in accor-
dance with one or more embodiments of the present inven-
tion;

FIGS. 3a-3¢ shows phases of data spreading in accordance
with one or more embodiments of the present invention where
the region on a storage medium to be written does not include
any defects;

FIGS. 4a-4c¢ shows phases of data spreading in accordance
with one or more embodiments of the present invention where
the region on a storage medium to be written includes a defect
smaller than the size of a sector;

FIGS. 5a-5¢ shows phases of data spreading in accordance
with one or more embodiments of the present invention where
the region on a storage medium to be written includes a defect
smaller than the size of two sectors;

FIG. 6 is a flow diagram showing a method in accordance
with some embodiments of the present invention for data
spreading during a write process; and

FIG. 7 is a flow diagram showing a method in accordance
with some embodiments of the present invention for data
de-spreading during a read process.

DETAILED DESCRIPTION OF SOME
EMBODIMENTS

Systems and methods relating generally to data processing,
and more particularly to systems and methods for data
spreading in a data transfer system.

Various embodiments of the present invention provide data
processing systems that include a data encoding circuit. The
data encoding circuit is operable to: select a number of sector
sized encoded data sets for inclusion in an interleaved data set
based upon an identified defect on a storage medium; and
shuftle segments of the selected number of encoded data sets
to yield the interleaved data set. In some cases where the size
of each of the encoded data sets is a sector size and a size of
the identified defect on the storage medium is less than the
sector size, the systems may further include a data write
circuit operable to write the interleaved data set to the storage
medium such that a sector sized region on the storage medium
corresponding to the identified defect does not store any
information corresponding to any of the encoded data sets. In
other cases where the size of each of the encoded data sets is
a sector size and a size of the identified defect on the storage
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medium is greater than the sector size and less than two times
the sector size, the systems further include a data write circuit
operable to write the interleaved data set to the storage
medium such that a region of two times the sector size on the
storage medium corresponding to the identified defect does
not store any information corresponding to any of the
encoded data sets.

In some instances of the aforementioned embodiments, a
number of encoded data sets included in an interleaved data
set varies as a function of a number of defects and the size of
those defects on the storage medium. In various instances of
the aforementioned embodiments, the systems further
include a defect location determination circuit operable to
indicate the identified defect on the storage medium based at
least in part on a write address. In some cases, the size of each
of'the encoded data sets is a sector size, and the segments are
one half or less of the sector size. In one or more instances of
the aforementioned embodiments, the systems further
include a data read circuit. The data read circuit is operable to:
identify valid portions of data written to the storage medium
based at least in part on the identified defect on a storage
medium to yield a read data set; and de-shuffle the read data
set to yield the encoded data sets.

Turning to FIG. 1, a storage system 100 is shown that
includes a read channel 110 having variable sector count
spreading and de-spreading circuitry in accordance with one
or more embodiments of the present invention. Storage sys-
tem 100 may be, for example, a hard disk drive. Storage
system 100 also includes a preamplifier 170, an interface
controller 120, a hard disk controller 166, a motor controller
168, a spindle motor 172, a disk platter 178, and a read/write
head 176. Interface controller 120 controls addressing and
timing of data to/from disk platter 178, and interacts with a
host controller (not shown). The data on disk platter 178
consists of groups of magnetic signals that may be detected by
read/write head assembly 176 when the assembly is properly
positioned over disk platter 178. In one embodiment, disk
platter 178 includes magnetic signals recorded in accordance
with either a longitudinal or a perpendicular recording
scheme.

In a typical read operation, read/write head 176 is accu-
rately positioned by motor controller 168 over a desired data
track on disk platter 178. Motor controller 168 both positions
read/write head 176 in relation to disk platter 178 and drives
spindle motor 172 by moving read/write head assembly 176
to the proper data track on disk platter 178 under the direction
of hard disk controller 166. Spindle motor 172 spins disk
platter 178 at a determined spin rate (RPMs). Once read/write
head 176 is positioned adjacent the proper data track, mag-
netic signals representing data on disk platter 178 are sensed
by read/write head 176 as disk platter 178 is rotated by spindle
motor 172. The sensed magnetic signals are provided as a
continuous, minute analog signal representative of the mag-
netic data on disk platter 178. This minute analog signal is
transferred from read/write head 176 to read channel circuit
110 via preamplifier 170. Preamplifier 170 is operable to
amplify the minute analog signals accessed from disk platter
178. In turn, read channel circuit 110 decodes and digitizes
the received analog signal to recreate the information origi-
nally written to disk platter 178. This data is provided as read
data 103 to a receiving circuit. A write operation is substan-
tially the opposite of the preceding read operation with write
data 101 being provided to read channel circuit 110. This data
is then encoded and written to disk platter 178.

In operation, data written to disk platter 178 is encoded
with a number of the resulting encoded data sets being inter-
mixed using sector spreading circuitry that yields an overall
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codeword using the same encoding and of consistent length.
When the data is read back from disk platter 178, the received
data set is processed by sector de-spreading circuitry that
substantially reverses the process applied by the sector
spreading circuitry. In some cases, the sector spreading and
de-spreading may be done by a circuit similar to that dis-
cussed below in relation to FIG. 2, and/or may be performed
consistent with the processes discussed below in relation to
FIG. 6 and FIG. 7.

It should be noted that storage system 100 may be inte-
grated into a larger storage system such as, for example, a
RAID (redundant array of inexpensive disks or redundant
array of independent disks) based storage system. Such a
RAID storage system increases stability and reliability
through redundancy, combining multiple disks as a logical
unit. Data may be spread across a number of disks included in
the RAID storage system according to a variety of algorithms
and accessed by an operating system as if it were a single disk.
For example, data may be mirrored to multiple disks in the
RAID storage system, or may be sliced and distributed across
multiple disks in a number of techniques. Ifa small number of
disks in the RAID storage system fail or become unavailable,
error correction techniques may be used to recreate the miss-
ing data based on the remaining portions of the data from the
other disks in the RAID storage system. The disks in the
RAID storage system may be, but are not limited to, indi-
vidual storage systems such as storage system 100, and may
belocated in close proximity to each other or distributed more
widely for increased security. In a write operation, write data
is provided to a controller, which stores the write data across
the disks, for example by mirroring or by striping the write
data. In a read operation, the controller retrieves the data from
the disks. The controller then yields the resulting read data as
if the RAID storage system were a single disk.

A data decoder circuit used in relation to read channel
circuit 110 may be, but is not limited to, a low density parity
check (LDPC) decoder circuit as are known in the art. Such
low density parity check technology is applicable to trans-
mission of information over virtually any channel or storage
of'information on virtually any media. Transmission applica-
tions include, but are not limited to, optical fiber, radio fre-
quency channels, wired or wireless local area networks, digi-
tal subscriber line technologies, wireless cellular, Ethernet
over any medium such as copper or optical fiber, cable chan-
nels such as cable television, and Earth-satellite communica-
tions. Storage applications include, but are not limited to,
hard disk drives, compact disks, digital video disks, magnetic
tapes and memory devices such as DRAM, NAND flash,
NOR flash, other non-volatile memories and solid state
drives.

In addition, it should be noted that storage system 100 may
be modified to include solid state memory that is used to store
data in addition to the storage offered by disk platter 178. This
solid state memory may be used in parallel to disk platter 178
to provide additional storage. In such a case, the solid state
memory receives and provides information directly to read
channel circuit 110. Alternatively, the solid state memory
may be used as a cache where it offers faster access time than
that offered by disk platted 178. In such a case, the solid state
memory may be disposed between interface controller 120
and read channel circuit 110 where it operates as a pass
through to disk platter 178 when requested data is not avail-
able in the solid state memory or when the solid state memory
does not have sufficient storage to hold a newly written data
set. Based upon the disclosure provided herein, one of ordi-
nary skill in the art will recognize a variety of storage systems
including both disk platter 178 and a solid state memory.
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Turning to FIG. 2, a data processing system 200 is shown
that includes variable sector count spreading and de-spread-
ing circuitry in accordance with some embodiments of the
present invention. Data processing system 200 includes a data
encoding circuit 230 that receives user write data 205 that is
to be stored to a medium 270. Data encoding circuit 230
applies a data encoding algorithm to user write data 205 to
yield a number of encoded data sets 232. The number of
encoded data sets 232 corresponds to the amount of user write
data to be encoded. Data encoding circuit 230 may be any
circuit known in the art that is capable of encoding received
data to yield corresponding encoded data sets. In one particu-
lar embodiment of the present invention, data encoding cir-
cuit 230 applies a low density parity check encoding algo-
rithm. Based upon the disclosure provided herein, one of
ordinary skill in the art will recognize other encoding algo-
rithms that may be applied by data encoding circuit 230 in
accordance with different embodiments of the present inven-
tion. In some embodiments of the present invention, medium
270 is a magnetic storage medium. In one or more cases, the
magnetic storage medium is a disk platter. Based upon the
disclosure provided herein, one of ordinary skill in the art will
recognize a variety of storage mediums such as, for example,
optical storage mediums that may be used in relation to dif-
ferent embodiments of the present invention.

Data processing system 200 further includes a virtual to
physical address conversion circuit 210. A virtual address 203
is received along with user write data 205 indicating the
location to which user write data 205 is to be stored. Virtual to
physical address conversion circuit 210 is operable to convert
the received virtual address to a physical address 212 on
medium 270. Any circuit known in the art for converting
between address spaces may be used to implement virtual to
physical address conversion circuit 210. Physical address 212
is provided to a medium defect indication circuit 220 that is
operable to compare physical address 212 to entries in a
defect mapping table 280. Based upon the comparison, defect
mapping table 280 provides a defect indicator 282 that iden-
tifies any defects within a block size of physical address 212,
and the size of any such defects. The block address is the size
of an interleaved data set 242 that is to be stored to medium
270. The identified defects and the size of those defects are
provided as a defect indicator output 222. Defect mapping
table 280 may be updated to include any defects on medium
270 identified either in an initial verification test or later
during operation of medium 270. Any processes known in the
art for identifying defects an mapping those defects may be
used in relation to different embodiments of the present
invention.

Defect indicator output 222 is provided to a multi-sector
spreading circuit 240 and to a multi-sector de-spreading cir-
cuit 245. Multi-sector spreading circuit 240 includes three
functional circuits: a sector number determination circuit (not
shown), a segmenting circuit (not shown), and a spreading
circuit (not shown). The aforementioned sector number deter-
mination circuit determines the numbed of encoded data sets
232 that are to be incorporated into interleaved data set 242.
Where, for example, defect indicator output 222 does not
indicate any defects, multi-sector spreading circuit 240 will
determine that the number of encoded data sets 232 to be
included in interleaved data set 242 is N. In some embodi-
ments of the present invention, N is eight (8) and each of the
encoded data sets is 4 KB. Based upon the disclosure pro-
vided herein, one of ordinary skill in the art will recognize a
variety of value for N and/or size of encoded data sets that
may be used in relation to different embodiments of the
present invention. As another example, where defect indica-
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tor output 222 indicates a defect of a size that is less than or
equal to the size of one of encoded data sets 232, multi-sector
spreading circuit 240 will determine that the number of
encoded data sets 232 to be included in interleaved data set
242 is N-1. As yet another example, where defect indicator
output 222 indicates a defect of a size that is greater than the
size of one of encoded data sets 232 and less than or equal to
two times the size of one of encoded data sets 232, multi-
sector spreading circuit 240 will determine that the number of
encoded data sets 232 to be included in interleaved data set
242 is N-2. In general, multi-sector spreading circuit 240
determines the number to be N—(Integer)(Defect Size/Size of
Encoded Data Set).

Examples of determining the number of data sets to be
included in interleaved data set 242 are shown in FIGS. 3a,
4a, 5a, respectively. As shown in FIG. 3a, where no defects
are indicated by defect indicator output 222, an interim data
set 301 includes six (in this example N=6) encoded data sets
305, 310, 315, 320, 325, 330 (labeled as Sector A, Sector B,
Sector C, Sector D, Sector E, and Sector F, respectively) are to
be combined in interleaved output 242. Alternatively, as
shown in FIG. 4a, where a defect is indicated by defect
indicator output 222 that is less than the size of one of the
encoded data sets, an interim data set 401 includes five (i.e.,in
this example, N-1) encoded data sets 405, 410, 420, 425,430
(labeled as Sector A, Sector B, Sector C, Sector D, and Sector
E, respectively) are to be combined in interleaved output 242.
Of note, an area 415 the size of one of the encoded data sets
that surrounds a defective region 404 identified by defect
indicator output 222 is not used. Of note, defective region 404
occur ring anywhere in area 415 results in recording the
defect location and length and non-use of area 415. By reduc-
ing the amount of space used by the size of an encoded data
set, the overall length of interim data set 401 is maintained the
same as the overall length of interim data set 301 of FIG. 3a.
As yet another example, as shown in FIG. Sa, where a defect
is indicated by defect indicator output 222 that is greater than
the size of one of the encoded data sets and less than or equal
to the size of two times one of the encoded data sets, an
interim data set 501 includes four (i.e., in this example, N-2)
encoded data sets 505, 510, 525, 530 (labeled as Sector A,
Sector B, Sector C, and Sector D, respectively) are to be
combined in interleaved output 242. Of note, an area 515 and
an area 520 the size of two of the encoded data sets that
surrounds a defective region 504 identified by defect indica-
tor output 222 is not used. Of note, defective region 504
occurring anywhere across area 515 and area 520 results in
recording the defect location and length and non-use of area
515 and area 520. By reducing the amount of space used by
the a multiple of the size of an encoded data set, the overall
length of interim data set 501 is maintained the same as the
overall length of interim data set 301 of FIG. 3a.

The aforementioned segmenting circuit of multi-sector
spreading circuit 240 segments the determined number of
encoded data sets to yield segmented data sets. In some
embodiments of the present invention, encoded data sets are
segmented into eight equal segments. Thus, for example,
where the size of encoded data sets is 4 KB, each of the
segments is 512B. Based upon the disclosure provided herein,
one of ordinary skill in the art will recognize a variety of
numbers of segments into which an encoded data set may be
segmented, and a variety of different sizes for encoded data
sets 232.

Examples of segmented encoded data sets are shown in
FIGS. 3b,4b, 5b, respectively. As shown in FIG. 35, where no
defects are indicated by defect indicator output 222, an
interim data set 302 includes six (in this example N=6)
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encoded data sets 305, 310, 315, 320, 325, 330 each seg-
mented into six segments. In particular, encoded data set 305
is segmented into segments labeled A1, A2, A3, A4, A5, A6;
encoded data set 310 is segmented into segments labeled B1,
B2, B3, B4, BS, B6; encoded data set 315 is segmented into
segments labeled C1, C2, C3, C4, C5, C6; encoded data set
320 is segmented into segments labeled D1, D2, D3, D4, D5,
D6; encoded data set 325 is segmented into segments labeled
E1,E2,E3,E4, ES, E6; and encoded data set 330 is segmented
into segments labeled F1, F2, F3, F4, F5, F6.

Alternatively, as shown in FIG. 4b, where a defect is indi-
cated by defect indicator output 222 that is less than the size
of one of the encoded data sets, an interim data set 402
includes five (i.e., in this example, N-1) encoded data sets
405,410,420, 425, 430 each segmented into six segments. In
particular, encoded data set 405 is segmented into segments
labeled Al, A2, A3, A4, A5, A6; encoded data set 410 is
segmented into segments labeled B1, B2, B3, B4, B5, B6;
encoded data set 420 is segmented into segments labeled C1,
C2, C3, C4, CS5, C6; encoded data set 425 is segmented into
segments labeled D1, D2, D3, D4, D5, D6; and encoded data
set 430 is segmented into segments labeled E1, E2, E3, E4,
ES5, E6. Again, area 415 is not to be used and does not include
data.

As yet another example, as shown in FIG. 56, where a
defect is indicated by defect indicator output 222 that is
greater than the size of one of the encoded data sets and less
than or equal to the size of two times one of the encoded data
sets, an interim data set 502 includes four (i.e., in this
example, N-2) encoded data sets 505, 510, 525, 530 each
segmented into six segments. In particular, encoded data set
505 is segmented into segments labeled A1, A2, A3, A4, AS,
A6; encoded data set 510 is segmented into segments labeled
B1, B2, B3, B4, B5, B6; encoded data set 525 is segmented
into segments labeled C1, C2, C3, C4, CS5, C6; and encoded
data set 530 is segmented into segments labeled D1, D2, D3,
D4, DS, D6. Again, area 515 and area 520 are not to be used
and do not include data.

The aforementioned spreading circuit of multi-sector
spreading circuit 240 spreads the segments of encoded data
sets 232 across interleaved data set 242 such that they are
intermixed or interleaved with segments from different
encoded data sets 232. Such an approach reduces the impact
of any localized noise or defects on any given sector of data as
only a segment or so of data from any given encoded data set
is exposed to the particular localized noise or defect. In one
particular embodiment of the present invention, where N
encoded data sets are included in interleaved data set and each
of'the N encoded data sets is segmented into M segments, then
interleaved output 242 includes the following series of data:

Segment, ,; Segment, , . .. Segment, ,,. . . Segment,;;

Segment,; , . . . Segmenty, ,,.

Examples of interleaved data sets are shown in FIGS. 3c,
4c, 5¢, respectively. As shown in FIG. 3¢, where no defects are
indicated by defect indicator output 222, an interleaved data
set 303 includes six (in this example N=6) encoded data sets
with individual segments distributed across interleaved data
set 303. As shown, the segments are arranged in the following
order:

Al,B1,C1,D1,E1,F1,A2,B2,C2,D2,E2,F2 ... A6, B6,

C6, D6, E6, F6.
As shown in FIG. 4¢, where a defect is indicated by defect
indicator output 222 that is less than the size of one of the
encoded data sets, an interleaved output 403 includes five
(i.e., in this example, N-1) encoded data sets with individual
segments distributed across interleaved data set 403. As
shown, the segments are arranged in the following order:
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Al,B1,C1,D1,E1,A2,B2,C2,D2,E2... A6, B6, C6, D6,

E6.

As shown in FIG. 5¢, where a defect is indicated by defect
indicator output 222 that is greater than the size of one of the
encoded data sets and less than or equal to the size of two
times one of the encoded data sets, an interleaved data set 503
includes four (i.e., in this example, N-2) encoded data sets
with individual segments distributed across interleaved data
set 503. As shown, the segments are arranged in the following
order:

Al,B1,C1,D1,A2,B2,C2,D2 ... A6, B6, C6, D6.

Based upon the disclosure provided herein, one of ordinary
skill in the art will recognize other interleaving schemes that
may be used in relation to different embodiments of the
present invention. Thus, as another example, where no
defects are indicated by defect indicator output 222 where an
interleaved output includes six encoded data sets the seg-
ments may be arranged in the following order:

Al, B2,C3, D4, ES, F6, B1, C2, D3, E4, F5, A6, C1, D2,

E3,F4,AS5,B6,D1,E2, F3, A4, B5,C6,El, F2, A3, B4,
Cs3, D6, F1, A2, B3, C4, DS, E6.
As another example, where a defect is indicated by defect
indicator output 222 that is less than the size of one of the
encoded data sets where an interleaved output includes five
encoded data sets the segments may be arranged in the fol-
lowing order:

Al,B2,C3,D4, ES, A6, B1, C2, D3, E4, A5, B6, C1, D2,

E3,A4,B5,C6,D1,E2,A3,B4,C5,D6,E1, A2, B3, C4,

D5, E6.
As yet another example, where a defect is indicated by defect
indicator output 222 that is greater than the size of one of the
encoded data sets and less than or equal to the size of two
times one of the encoded data sets where an interleaved
output includes four encoded data sets the segments may be
arranged in the following order:

Al,B2,C3,D4, A5, B6, Bl1, C2,D3, A4, B5, C6,C1, D2,

A3,B4,C5,D6, D1, A2, B3, C4, D5, A6.

Interleaved data set 242 is provided to a write pre-compen-
sation circuit 250 that may be any circuit known in the art that
is capable of moditying or arranging interleaved data set 242
in a format and/or domain suitable for transfer via a transfer
medium (not shown). Write pre-compensation circuit 250
generates a compensated output 252 that is provided to a write
driver circuit 260. Write driver circuit 260 may be any circuit
capable of providing the received information to medium 270
as a data output 262.

When data is to be read back from medium 270, it is
received as sensed information 272 that is provided to an
analog front end circuit 215. Analog front end circuit 215
includes circuitry for processing sensed information 272 into
analog data 217. In some embodiments of the present inven-
tion, analog front end circuit 215 includes a preamplifier
circuit, a variable gain amplifier circuit, and/or an analog filter
circuit. Based upon the disclosure provided herein, one of
ordinary skill in the art will recognize a variety of circuitry
that may be included in analog front end circuit 215. Analog
data 217 is provided to analog to digital converter circuit 225
where it is converted into a series of digital samples 227.

Analog to digital converter circuit 225 may be any circuit
known in the art that is capable of producing digital samples
corresponding to an analog input signal. Based upon the
disclosure provided herein, one of ordinary skill in the art will
recognize a variety of analog to digital converter circuits that
may be used in relation to different embodiments of the
present invention. Digital samples 227 are provided to an
equalizer circuit 235. Equalizer circuit 235 applies an equal-
ization algorithm to digital samples 227 to yield an equalized
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output 237. In some embodiments of the present invention,
equalizer circuit 235 is a digital finite impulse response filter
circuit as are known in the art.

Equalized output 237 is provided to a multi-sector de-
spreading circuit 245. Multi-sector de-spreading circuit 245
reverses the processes of multi-sector spreading circuit 240
described above. Multi-sector de-spreading circuit 245
includes two functional circuits: a sector number determina-
tion circuit (not shown), and a de-spreading circuit (not
shown). The aforementioned sector number determination
circuit determines the numbed of encoded data sets 232 that
are expected in equalized output 237 (i.e., the number of
encoded data sets originally included in interleaved data set
242). This determination is based upon virtual address 203
that corresponds to a read address provided along with a read
request requesting access to sensed information 272 from
medium 270. Virtual address 203 is converted to defect indi-
cator output 222 as described above. Where, for example,
defect indicator output 222 does not indicate any defects,
multi-sector de-spreading circuit 245 will determine that the
number of expected encoded data sets 232 to be included in
equalized output 237 is N. As another example, where defect
indicator output 222 indicates a defect of a size that is less
than or equal to the size of one of encoded data sets 232,
multi-sector de-spreading circuit 245 will determine that the
number of encoded data sets 232 expected in equalized output
237 is N-1. As yet another example, where defect indicator
output 222 indicates a defect of a size that is greater than the
size of one of encoded data sets 232 and less than or equal to
two times the size of one of encoded data sets 232, multi-
sector de-spreading circuit 245 will determine that the num-
ber of encoded data sets 232 expected in equalized output 237
N-2. In general, multi-sector de-spreading circuit 245 deter-
mines the number to be N-(Integer)(Defect Size/Size of
Encoded Data Set). Similar to that discussed above, FIGS. 3a,
4a, 5a are examples of determining the number of data sets
expected in equalized output 237.

The aforementioned de-spreading circuit of multi-sector
de-spreading circuit 245 reverses the spreading originally
applied by multi-sector spreading circuit 240. This process
reassembles the respective segments into the original
encoded data sets. This process is represented by changing
from the data sets of FIGS. 3¢, 4¢, 5¢ to the data sets of FIGS.
3b, 4b, 5b, respectively. The resulting reassembled encoded
data sets 247 are provided to a data decoding circuit 255. Data
decoding circuit 255 reverses the encoding originally applied
by data encoding circuit 230. In some embodiments of the
present invention, data decoding circuit 255 includes both a
data detector circuit and a data decoding circuit as is known in
the art. Where the data encoding algorithm is a low density
parity check algorithm, then the data decoding algorithm
applied by data decoding circuit is a low density parity check
decode algorithm. Based upon the disclosure provided
herein, one of ordinary skill in the art will recognize a variety
of data decoding algorithms that may be used in relation to
different embodiments of the present invention. When all of
the errors in reassembled encoded data sets 247 are resolved,
the results are provided as user read data 257.

Turning to FIG. 6, a flow diagram 600 shows a method in
accordance with some embodiments of the present invention
for data spreading during a write process. Following flow
diagram 600, a sector counter (N) is initialized to a maximum
(block 602). User data is received along with a virtual address
of where the physical data is to be written (block 605). The
virtual address is mapped to a physical address on the medium
to which the data is to be written (block 610). This physical
address is then used to access a defect map (block 615). The
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defect map provides an indication of locations on the storage
medium that have been identified as defective, and the size of
the defective region. It is determined whether there are any
defects in the area of the storage medium to which the user
dataisto bestored (block 620). Where defects are indicated in
the region to be written by the user data (block 620), the sector
counter (N) is modified to reflect the unusable areas in the
region to be written (block 625). In particular, where a defec-
tive region smaller than a sector of data is identified, the sector
counter is decremented by one. Where a defective region
greater than a sector of data and less than two sectors of data
is identified, the sector counter is decremented by two. This
continues as more defects are found in the region to be written
or where the defects are larger. In general, the sector counter
is modified in accordance with the following equation:

N=N-ceiling[Defect Size/Sector Size],

where “Defect Size” is the size of the identified defective
region, and “Sector Size” is the size of one sector of encoded
data.

Where either no defects are found (block 620) or the sector
counter has been modified (block 625), a portion of the user
data of a size corresponding to a sector of data is encoded to
yield an encoded sector (block 630). Such encoding may be,
but is not limited to, low density parity check encoding as is
known in the art. The sector counter (N) is then decremented
(block 635), and it is determined whether the sector counter
(N) is still greater than zero (block 640). where the sector
counter is still greater than zero (block 640), the processes of
blocks 630-640 are repeated for the next sector of data.

Alternatively, where the sector counter is not greater than
zero (block 640), each of the encoded data sets are segregated
into encoded segments (block 645). This may be done similar
to that shown in FIGS. 35, 4b, 55 discussed above. In some
embodiments of the present invention, the encoded segments
are 512B. In other embodiments of the present invention, the
encoded segments are 256B. Based upon the disclosure pro-
vided herein, one of ordinary skill in the art will recognize a
variety of segment sizes that may be used in relation to dif-
ferent embodiments of the present invention. The encoded
segments are then interleaved such that the impact of any
channel noise is spread across multiple sectors of data rather
than being localized in a single sector. This interleaving may
be done similar to that discussed above in relation to FIGS. 3¢,
4c, 5¢.

It is then determined if the next region (i.e., a full sector
size) on the storage medium to which the data is to be written
is defective (block 655). Where the next region of the sector
size is not defective (block 655), the next encoded segments
of'the sector size are transferred to the storage medium (block
665). Alternatively, where the next region of the sector size is
defective (block 655), that region is skipped (block 660). It is
then determined whether all of the entire interleaved code-
word has been transferred to the storage medium (block 670).
Where the entire interleaved codeword has been transferred
(block 670), the process ends. Otherwise, where the entire
interleaved codeword has not been transferred (block 670) the
processed of blocks 655-670 are repeated for the next portion
of the interleaved codeword of the sector size.

Turning to FIG. 7, a flow diagram 700 shows a method in
accordance with some embodiments of the present invention
for data de-spreading during a read process. Following flow
diagram 700, a sector counter (N) is initialized to a maximum
(block 702). A read request is received that indicates a virtual
address from which a block of data on the storage device is to
be accessed (block 705). The virtual address is mapped to a
physical address on the medium to which the data is to be
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written (block 710). A data block beginning at the physical
address is accessed from the storage medium as an inter-
leaved data set (block 740). Such interleaved data sets may be
similar to those discussed above in relation to FIGS. 3¢, 4c,
5c.

It is then determined if the next region (i.e., a full sector
size) of the interleaved data set was derived from a defective
region on the storage medium (block 745). Where the next
region of the interleaved data set was not derived from a
defective region on the storage medium (block 745), the next
region is stored as a sector sized portion of the interleaved
data set (block 760) Alternatively, where the next region was
derived from a defective region on the storage medium (block
745), that region is skipped (block 750).

It is determined whether another portion of the interleaved
data set remains to be processed (block 755). Where another
portion remains to be processed (block 755), the processes of
blocks 745-755 are repeated for the next portion.

Where no additional portions remain to be processed
(block 755), the saved portions of the interleaved data set are
de-interleaved to yield encoded segments rearranged into
encoded data sets (block 765). These encoded data sets may
be similar to those discussed above inrelation to FIGS. 35,45,
5b. Data processing is then applied to the encoded data sets to
recover original user data (block 770). This data processing
may include, but is not limited to, application of both data
detection and data decoding algorithms as are known in the
art.

It should be noted that the various blocks discussed in the
above application may be implemented in integrated circuits
along with other functionality. Such integrated circuits may
include all of the functions of a given block, system or circuit,
ora subset of the block, system or circuit. Further, elements of
the blocks, systems or circuits may be implemented across
multiple integrated circuits. Such integrated circuits may be
any type of integrated circuit known in the art including, but
are not limited to, a monolithic integrated circuit, a flip chip
integrated circuit, a multichip module integrated circuit, and/
or a mixed signal integrated circuit. It should also be noted
that various functions of the blocks, systems or circuits dis-
cussed herein may be implemented in either software or firm-
ware. In some such cases, the entire system, block or circuit
may be implemented using its software or firmware equiva-
lent. In other cases, the one part of a given system, block or
circuit may be implemented in software or firmware, while
other parts are implemented in hardware.

In conclusion, the invention provides novel systems,
devices, methods and arrangements for out of order data
processing. While detailed descriptions of one or more
embodiments of the invention have been given above, various
alternatives, modifications, and equivalents will be apparent
to those skilled in the art without varying from the spirit of the
invention. Therefore, the above description should not be
taken as limiting the scope of the invention, which is defined
by the appended claims.

What is claimed is:

1. A data processing system, the data processing system
comprising:

a data encoding circuit operable to:

select a number of sector sized encoded data sets for
inclusion in an interleaved data set based upon an
identified defect on a storage medium; and

shuftle segments of the selected number of encoded data
sets to yield the interleaved data set.

2. The system of claim 1, wherein the size of each of the
encoded data sets is a sector size, wherein a size of the
identified defect on the storage medium is less than the sector
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size, and wherein the system further comprises a data write
circuit operable to write the interleaved data set to the storage
medium such that a sector sized region on the storage medium
corresponding to the identified defect does not store any
information corresponding to any of the encoded data sets.

3. The system of claim 1, wherein the size of each of the
encoded data sets is a sector size, wherein a size of the
identified defect on the storage medium is greater than the
sector size and less than two times the sector size, and wherein
the system further comprises a data write circuit operable to
write the interleaved data set to the storage medium such that
a region of two times the sector size on the storage medium
corresponding to the identified defect does not store any
information corresponding to any of the encoded data sets.

4. The system of claim 1, wherein a number of encoded
data sets included in an interleaved data set varies as a func-
tion of a number of defects and the size of those defects on the
storage medium.

5. The system of claim 1, wherein the system further com-
prises:

a defect location determination circuit operable to indicate
the identified defect on the storage medium based at
least in part on a write address.

6. The system of claim 1, wherein the system is imple-
mented as part of a storage device, and wherein the storage
device includes the storage medium.

7. The system of claim 6, wherein the storage medium is a
magnetic storage medium.

8. The system of claim 1, wherein the size of each of the
encoded data sets is a sector size, and wherein the segments
are one half or less of the sector size.

9. The system of claim 1, wherein the data encoding circuit
includes a low density parity check encoder circuit operable
to encode a user data set to yield the encoded data sets.

10. The system of claim 1, wherein the system further
comprises:

a data read circuit operable to:

identify valid portions of data written to the storage
medium based at least in part on the identified defect
on a storage medium to yield a read data set; and

de-shuftle the read data set to yield the encoded data sets.

11. The system of claim 10, wherein the system further
comprises:

a data processing circuit operable to process the encoded

data sets to yield corresponding original data sets.

12. The data processing system of claim 1, wherein the
system is implemented as an integrated circuit.

13. A method for data processing, the method comprising:

receiving a user data set;

encoding portions of the user data set using a data encoder
circuit to yield encoded data sets, wherein each of the
encoded data sets are of a sector size;

selecting a number of sector sized encoded data sets for
inclusion in an interleaved data set based upon an iden-
tified defect on a storage medium; and

shuffling segments of the selected number of encoded data
sets to yield the interleaved data set.

14. The method of claim 13, wherein the method further

comprises:

using a defect location determination circuit to indicate the
identified defect on the storage medium based at least in
part on a write address.

15. A data processing system, the data processing system

comprising:
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a means for data encoding to:
select a number of sector sized encoded data sets for
inclusion in an interleaved data set based upon an
identified defect on a storage medium; and
shuftle segments of the selected number of encoded data
sets to yield the interleaved data set.

16. The system of claim 15, wherein the size of each of the
encoded data sets is a sector size, wherein a size of the
identified defect on the storage medium is less than the sector
size, and wherein the system further comprises:

adata write circuit operable to write the interleaved data set

to the storage medium such that a sector sized region on
the storage medium corresponding to the identified
defect does not store any information corresponding to
any of the encoded data sets.

17. The system of claim 15, wherein the size of each of the
encoded data sets is a sector size, wherein a size of the
identified defect on the storage medium is greater than the
sector size and less than two times the sector size, and wherein
the system further comprises:
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a data write circuit operable to write the interleaved data set
to the storage medium such that a region of two times the
sector size on the storage medium corresponding to the
identified defect does not store any information corre-
sponding to any of the encoded data sets.

18. The system of claim 15, wherein a number of encoded
data sets included in an interleaved data set varies as a func-
tion of a number of defects and the size of those defects on the
storage medium.

19. The system of claim 15, wherein the system further
comprises:

a means for determining defect location to indicate the
identified defect on the storage medium based at least in
part on a write address.

20. The system of claim 15, wherein the size of each of the

encoded data sets is a sector size, and wherein the segments
are one half or less of the sector size.
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